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A direct numerical simulation of detonation wave with compressible homogeneous isotropic
turbulence is carried out with three different detonation Mach numbers to study the effect
of detonation wave on turbulence and vice versa. The analysis is based on the integration
of the three dimensional chemically reactive Navier–Stokes equations using a Runge–Kutta
scheme and a fifth-order WENO spatial discretization. The interaction of the detonation
wave and turbulence resulted in higher amplification of the turbulent statistical parameters
(such as, turbulent kinetic energy, Taylor length scale and Kolmogorov length scale, rms of
the velocity, pressure and thermodynamic parameters) than those observed in the shock-
turbulence interaction case. The study also revealed that the amplification of turbulence
statistics is proportional to the heat release and activation energy.

I. Introduction

The detonation–turbulence interaction problem is concerned with the unsteady coupling between con-
vected vortical structures and a detonation wave. The dynamics of the interaction reveals the role

of noise on detonation wave stability. A much more common type of interaction is the shock–turbulence
coupling problem. Lee et al.1 recently analyzed the coupling and found that the nonlinear problem agrees
well with Ribner’s linear interaction theory.2 However, detonation–turbulence interaction is different from
shock–turbulence interaction because of the role of the induction region in the amplification of convected
vortical structures. Linear analysis3 shows that the post-shock energy spectra are maximally amplified by
the resonant interaction in the induction region. Linear analysis can provide useful insights but fails to
correctly represent the system dynamics near natural frequencies.

Powers4 discussed the multiscale modeling aspects of a detonation wave along with results generated
using single-step kinetics for the chemical reaction, emphasizing the necessity of capturing finer scales. A
similar technique with one-step kinetics is used for the present work. The pre-shock turbulent field is incom-
pressible, isotropic and chemically homogeneous. The post-shock field is strongly inhomogeneous because of
the thermo-fluid coupling in the induction region. Ribner et al.5 states that the effect of exothermicity is to
amplify the rms fluctuations downstream of the detonation, with the greatest changes occurring around the
Chapman–Jouguet Mach number with a restrictive assumption of the reaction zone thickness being much
smaller than the turbulence length scale (but induction zones can be quite large). A detailed study of the
influence of transverse waves on detonation and the pattern of quasi-steady detonation fronts was performed
by Dou et al.6 The dynamics of small fluid-mechanics scales is vital for resolving the thermo-fluid interac-
tion in the induction region of a detonation. An unstable detonation wave possesses a large set of intrinsic
fluctuating frequencies with a range that increases with the activation energy.3

The paper is organized as follows. In §II, the governing equations and the computational setup are
described, followed in §III by a presentation of the validation tests and its results. The DNS of interaction
of detonation wave and turbulence is presented and discussed in §IV, in which the general features of the
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flow field is presented as well as the analysis of the turbulence amplification on several parameters. Finally,
in §V, conclusions are drawn.

II. Governing equations

The governing equations are the nondimensional conservative form of the continuity, momentum and
energy equations in Cartesian coordinates. The working fluid is assumed to be a perfect gas.

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (1a)

∂

∂t
(ρui) +

∂

∂xj
(ρuiuj + pδij − σij) = 0, i = 1, 2, 3 (1b)

∂E
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+

∂

∂xj
(Euj + ujp + qj − uiσij) = 0 (1c)

∂ρZ

∂t
+

∂
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(ρZuj) = (ρ − ρZ)r(T ) (1d)

The nondimensionalization is obtained using the equations given below, for the nonreactive terms,
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and for the reactive terms are obtained using the following relation

Q∗ = Qρ∞
P∞

E∗ = Eρ∞
P∞

K∗

0 = K0
L

V∞
(3)

The variable Z is the reaction progress, where Z = 0 describes the unburnt state and Z = 1 the completely
burnt state. Here, the total energy of the fluid is given by

E = ρ

(

P

γ − 1
+

u2
i

2
− QZ

)

(4)

where Q is the heat release and the term QρZ denotes the chemical energy which is released as heat during
the combustion process. The reaction rate r(T ) is described by a single–step, Arrhenius law and depends on
the temperature T through the relation

r(T ) = K0 exp(−E/T ) (5)

where K0 is the pre-exponential factor (also known as rate constant) that sets the temporal scale of the
reaction and E is the activation energy. The assumption of a single-step, Arrhenius kinetics law for r(T ) has
been often employed in numerical studies. The important characteristics of the propagation of detonation
waves can be sufficiently described by this simple chemistry model. On the other hand, this simplified
model cannot provide an accurate description of the thermochemistry of actual detonations and, therefore,
its applicability has certain limitations. Important phenomena, such as detonation initiation or deflagration-
to-detonation transitions, require a more detailed reaction mechanism.7 In what follows the superscript * is
dropped from the non-dimensional variables detailed in (2).

II.A. Computational Setup

The one-dimensional version of a weighted essentially non-oscillatory (WENO) Euler code8 was modified
to a three-dimensional WENO Euler code as the initial step and it was subsequently converted to DNS
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code. The easiest way to solve a multidimensional problem is by using the dimensional splitting approach.
A multidimensional problem is simply split into a sequence of one-dimensional problems and hence uses
dimension-by-dimension reconstruction. Dimension-by-dimension reconstruction is simpler and computa-
tionally less expensive than the genuine multidimensional approach.9 Because the implementation of the
three-dimensional WENO scheme in the present DNS is identical to that used by Titarev,8, 9 a very brief de-
scription is given here. The reconstruction is carried out using the WENO 5th-order scheme.10–18 Weighted
essentially non-ocillatory (WENO) methods have been developed to simultaneously provide robust shock
capturing in compressible turbulence fluid flow and avoid excessive damping of fine-scale flow features such
as turbulence.19 The convective numerical fluxes are computed using a 5th order WENO scheme and the
viscous fluxes are computed using a sixth order central standard scheme. The time integration is carried out
using the third-order Runge–Kutta scheme.

III. Validation of the Three-Dimensional WENO-Based Navier–Stokes Model

Validation of the WENO solver was carried out extensively in different stages of the code develop-
ment. Initially, one-dimensional version was validated using standard test cases and, subsequently, a three-
dimensional version of the same was tested. Salient results of all the validation exercise is discussed below.

III.A. Validation of the One-Dimensional WENO Euler Code

The one-dimensional WENO solver was validated using the Sod’s and Lax’s problems . In both cases, the
computational domain was [−5, 5] and the number of cells N was taken as 500. A zero-order boundary
condition was employed. The density trend of the shock shows a reasonably good agreement with the
analytical result and corroborated published results for the 5th-order WENO scheme.10, 20 Sod’s problems
results are not shown here for brevity.

The initial data used for the Lax’s problem are given as

(ρ, u, P ) =







0.445, 0.698, 3.528 x < −4

0.5, 0, 0.571 x ≥ −4

The density trend of the shock wave (Fig. 1) shows good agreement with the analytical result. These trends
corroborated published results for the 5th-order WENO scheme.10

III.B. Validation of the One-Dimensional WENO Reactive Euler code

Various concepts of pulse detonation engines have been evaluated either theoretically or experimentally
during the past several decades.21–26

Experimental studies relevant to detonation and pulse detonation engines have been carried out during
past several decades.24, 27, 28 Some of the experiments were concerned with the structure of detonation.23, 25, 29

Experimental results with hydrogen–oxygen detonation also confirmed the existence of the induction zone21

as postulated by ZND and observed by many others. Numerical studies relevant to detonation also showed
considerable progress.6, 7, 30–39

Simulation of the one-dimensional detonation wave is accomplished using the concepts based on the well-
known ZND model.39–41 In this validation, inviscid, non-heat conducting flow is assumed. A simple model of
the chemical interaction between two perfect gases A → B, is obtained using one-step, irreversible Arrhenius
kinetics. The pre- and post-detonation conditions are obtained using the Rankine–Hugoniot relations,

ρu = −Dρ0 (6a)

ρu2 + P = D2ρ0 + P0 (6b)

ρu

(

P

ρ(γ − 1)
+ QZ +

u2

2

)

+ pu = −Dρ0

(

P0

ρ0(γ − 1)
+ q0 +

D2

2
+

P0

ρ0

)

(6c)

Z = Z0 (6d)
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Figure 1. Lax’s problem

where variables with subscript 0 refers to the pre-detonation condition. We employ the relationship Y = 1−Z.
Simplification of Eqs. (6c)–(6d) yields

γ

γ − 1

P

ρ
− q0

P

ρ
Y +

u2

2
=

γ

γ − 1

P0

ρ0

+
u2

0

2
(7a)

Y = Y0 (7b)

These equations are closed by using the definition of the overdrive factor of a ZND detonation, which is
defined by

f =

(

D

DCJ

)2

(8)

where D is the detonation velocity and DCJ is the velocity of the corresponding Chapman–Jouguet wave
(defined as the detonation in which the gas velocity at the end of the reaction zone, and in the reference
frame of the shock, equals to the speed of sound). DCJ is equal to MCJ

√

γP0/ρ0, where,

M2
CJ = 1 +

γ2 − 1

γ
Q +

√

γ2 − 1

γ
Q

(

2 +
γ2 − 1

γ
Q

)

(9)

For this validation, the reference length is chosen as the half reaction length of the ZND profile L1/2

i.e., the distance between the shock wave and the point where Z = 1/2. The ZND profile is used as initial
condition. The parameters used for the one-dimensional detonation are the overdrive factor f = 1.0, the
heat release Q = 50, the activation energy E = 20, and the specific heat ratio γ = 1.2. These parameters
resulted in a detonation Mach number of 6.216. Two different mesh resolutions were employed and they
ensued in 8 and 16 points per half-reaction length respectively. The boundary condition imposed is zero-
order flux condition. The initial pressure is 1.0. The pressure profiles of the one-dimensional detonation
wave propagation for the case with 8 points per half reaction length and 16 points per half reaction length
are shown in Figs. 2 and 3 respectively. The results indicate a satisfactory convergence of the WENO solver.
The results also corroborate with the published material by Dou et al.6 Hence, the chemical reaction solver
was verified by simulating the propagation of a detonation wave in one dimension.
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Figure 2. One-dimensional detonation wave simulated by using the 5th-order WENO scheme with dx = L1/2/8; wave
propagating from left to right.

Figure 3. One-dimensional detonation wave simulated by using the 5th-order WENO scheme with dx = L1/2/16; wave
propagating from left to right.
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III.C. Validation of the Three-Dimensional WENO Euler Code

The three-dimensional WENO Euler code was used to capture the physics of a moving shock wave at Mach
3 interacting with a sinusoidal density variation. The computational domain is [−5, 5] and the simulation
was carried out with two different grid resolutions, namely, {N1, N2, N3} = {50, 5, 5} and {200, 5, 5} where
{N1, N2, N3} are the number of grid points in x, y, z directions respectively. Zero-order boundary conditions
are employed in all the three directions and dimension-by-dimension reconstruction is adopted. The initial
conditions used are given by

(ρ, u, P ) =







3.85714, 2.6294, 10.3333 x < −4

1 + ǫ sin 5x, 0, 1 x >= −4

Here, ǫ = 0.2. The computed density is plotted for two different times, say, t = 1.0 and 1.8.
Results pertaining to the resolution of 200 × 5 × 5 are shown in Fig. 4. These trends corroborate the

published results for the 5th-order WENO scheme.18 It is clear that the 5th-order WENO scheme resolves
the salient features of the flow accurately.

Figure 4. The shock–density wave interaction problem; visualizing the three-dimensional data in two dimension along
a slice in z. Bottom right graph is one-dimensional visualization of the three-dimensional data. Wave propagating from
left to right.

III.D. Validation of the Three-Dimensional WENO Navier–Stokes Code

The three-dimensional Euler code was converted to a Navier–Stokes code by considering the viscous terms.
The code was validated by two different problems, viz., simulation of the decay of compressible homogeneous
isotropic turbulence (CHIT) and simulation of the interaction of a shock wave and CHIT.

DNS of Compressible Homogeneous Isotropic Turbulence

Turbulence has been examined experimentally, analytically and numerically for many decades.42–51 Rele-
vance of theoretical methods on homogeneous isotropic turbulence flow investigation is discussed by several
authors.45, 52–56 Experimental evidence on turbulence energy spectra revealed that all spectra collapse to
a universal curve.46 Different facets of compressible turbulence are reviewed by Lele.44 Direct numerical
simulation of decay of isotropic turbulence using 643, 1283 and 2563 resolution shows good agreement with
experimental results, see Mansour.57, 58 The simulations also revealed that nonlinear terms play a vital role
in energy evolution even at low Reynolds number. Statistics of the spatial evolution of turbulence such
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as turbulence intensity, vorticity, and velocity derivative skewness show that they are identical to results
obtained from temporal evolution via Taylor’s hypothesis except dilatation term, see Lee.59 Limitations
of the Taylor’s hypothesis are discussed by Lee et al.1 Conditions for the occurrence of eddy shocklets in
compressible turbulence decay were examined by Lee.60 Three-dimensional turbulence is found to be less
sensitive to the initial compressibility, and requires higher initial Mt for eddy shocklets to form than for
two-dimensional turbulence. It was also found that higher Mt and higher Re increase the probability of
occurrence of eddy shocklets.

The effect of compressibility on the dynamics and structures on turbulence decay are examined by
Pirozzoli and Grasso.61 This study revealed that the joint probability density function has a universal
structure. Even for compressible turbulence, the growth of enstrophy is associated to a preferential alignment
of the vorticity with the intermediate eigenvector of the anisotropic part of the strain-rate tensor as for
incompressible turbulence. Pressure–dilatation correlation and its significance were analyzed by Sarkar.62

Compressibility tends to reduce spatial intermittency in fully-developed turbulence, see Shivamoggi.63 The
energy decay in physical space is traced using the Lagrangian correlation coefficient between local kinetic
energy at different scales, see Meneveau et al.64 The Kolmogorov energy cascade is expected to be little
affected by compressibility, and therefore remains independent of rms Mach number (Mt).

65 On the analysis
of DNS data of compressible turbulence decay using the Helmholtz decomposition of the velocity field,
Miura et al.66 found that the pressure–dilatation term yields a dominant contribution to the exchange of
compressive kinetic energy and internal energy.

Thermodynamic analysis of DNS data revealed that lower initial turbulent Mach number results in simple
thermodynamics scalings whereas higher turbulent Mach number result in more complex thermodynamic
scalings.67 Analysis of the rate of strain tensor in compressible homogeneous turbulence helped to deduce
the presence of structures. Moreover, their shapes and orientations are quite different from those found in
incompressible flows.68 The results also confirmed that the vorticity and the dilatation are uncorrelated
and statistically independent. The investigation by Goto69 on the physical mechanism for energy cascade is
found to be due to the stretching of smaller scale vortices by tubular vortex pairs. Vortex extraction studies
were discussed by using wavelet decomposition,70 by using curvelet transform71 and by using DNS.72

Porter48 performed the simulation of decaying compressible turbulence with grid resolution of 5123 and
10243 which revealed that the flow exhibits a self-similar character in long-range wavenumbers. DNS of
incompressible turbulence based on the Fourier spectral method is carried out with 40963 grid resolution by
Ishihara et al.73, 74

The simulation of weakly compressible homogeneous isotropic decaying turbulence is carried out to vali-
date the solver. The initial energy spectrum is the Mansour–Wray spectrum57

E(k, 0) =
q2

2A

1

kσ+1
p kσ

exp

[

−σ

2

(

k

kp

)2
]

(10)

where kp is the wave number at which E(k, 0) is maximum, σ is a parameter, and

A =

∫

kσ exp

(

−σk2

2

)

dk (11)

The energy spectrum is related to the amplitude of the Fourier modes of the velocity components and also
provides random and isotropic field. This particular energy spectrum is chosen because it has proved itself to
represent low and moderate Reynolds number turbulent flow with a good match to experimental data.57 The
velocity components are generated by three sets of random numbers that permit the uniform distribution of
the angles (θ1, θ2, φ) on the interval (0, 2π). The velocity components are

ũ1 =
α|k|k2 + βk1k3

|k|kh
(12a)

ũ2 =
−α|k|k2 + βk3k2

|k|kh
(12b)

ũ3 =
βk2

h

|k|kh
. (12c)
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The tilde symbol indicates that these are complex quantities. The above expressions fulfill the requirement
of a solenoidal velocity field in wave-number space, namely, kiui = 0. Moreover, it can be shown that if

α =
E(k, 0)

4πk2
exp(lθ1) cos(φ) (13a)

β =
E(k, 0)

4πk2
exp(lθ2) cos(φ) (13b)

the three-dimensional energy spectrum of this field is equal to E(k, 0). These initial conditions were used
by Rogallo.42

The high time and length scale resolution for turbulence and chemical reaction mandates parallelism for
the code. The three-dimensional compressible Navier–Stokes code with WENO solver is parallelized using
message passing interface (MPI). Each MPI process is in charge of a piece of the three-dimensional domain.
All MPI processes have the same number of grid points and the same computational load. Inter-processor
communication is only between nearest neighbors in a three-dimensional topology.

Simulation of the temporal decay of weakly compressible homogeneous isotropic turbulence was carried
out using four different grid resolutions (323, 643, 1283, 2563). The computational domain is [2π× 2π × 2π].
The simulation was carried out using uniform grid spacing in all the three directions. Periodic boundary
conditions were employed in the three directions and dimension-by-dimension reconstruction was adopted.
The density, turbulent Mach number, pressure and the Reynolds number based on the Taylor length scale
governed the generation of the initial turbulent field. Initialization of isotropic turbulence began with uniform
density and pressure, but with completely random velocity values.

Validation of the 5th-order WENO scheme for turbulence simulation was accomplished by comparing the
DNS results of an incompressible turbulence simulation based on the Arakawa solver and the DNS results of
weakly compressible turbulence obtained using the WENO scheme. It must be noted that the incompressible
turbulence simulation based on Arakawa solver was already validated against the experimental data of Comte-
Bellot & Corsin (1971) at Reλ = 60.7 and that of Mansour & Wray (1994) at Reλ = 56.2. In both cases, all
the parameters were maintained identical and were compared with 643 grid resolution. In the compressible
homogeneous turbulence simulation, the initial turbulent Mach number was 0.282, the isentropic index was
1.4, the Lewis number was 1.0 and the Prandtl number was 0.72. The Reynolds number was 1000 in both
the CHIT and incompressible HIT simulation.

The rms values of the velocities in the three directions matched closely with those obtained using the
incompressible turbulence code. The results are shown in Fig. 5, where vrms(1), vrms(2), vrms(3) refer to
the rms of velocities in the (x, y, z) directions respectively and prms is the rms of the pressure. Also, shown is
the agreement of the turbulent statistical parameters of weakly compressible turbulence and incompressible
turbulence simulation.

Comparison of the total energy spectrum in Kolmogorov scales at Reλ = 32 of both incompressible
turbulence and weakly compressible turbulence is shown in Fig. 6(a). Figure 6(b) also shows the comparison
of energy spectra in Kolmogorov scale at Reλ = 55 and 32 of all the three grid resolutions. Figure 6(b) also
compares the present weakly compressible turbulence results with experimental data of Compte-Bellot &
Corrsin (Reλ = 60.7) and numerical simulations of Mansour & Wray (Reλ = 56.2), and Orlandi (Reλ = 54.3),
that is, at almost similar values of Reλ. This figure shows that data for grids of 1283 and above result in a
trend which matched closely with the experimental data of Compte-Bellot & Corrsin and other numerical
simulations. The −5/3 decay is also evident as indicated in the figure.

Turbulence statistics such as dissipation rate, Reynolds number based on the Taylor length scale, Taylor
length scale and Kolmogorov length scale for the three grid resolutions are illustrated in Fig. 7. It also shows
the trend of energy and enstrophy decay.

Fig. 8 shows the rms of the velocity in three direction and the trend of turbulent Mach number with time
of all the three grid resolution under examination. It indicates isotropy is maintained.

All of the turbulence statistics show good agreement with published numerical and experimental re-
sults. The applicability of the 5th-order WENO solver to capture turbulence has been validated with earlier
experimental and numerical studies.57, 58
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(a) (b)

Figure 5. (a) RMS of velocities and pressure (b)Turbulence statistical parameters.

Figure 6. The energy spectra in Kolmogorov scale (a)Reλ = 32 (b)Reλ = 55.
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Figure 7. Trend of dissipation, energy and enstrophy with time.

Figure 8. (a) RMS of the velocity in three directions (b)Turbulent Mach number trend
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DNS of Shock Wave Interaction with CHIT

A shock wave exhibits substantial unsteadiness and deformation as a result of the interaction, whereas the
characteristic velocity, timescales, length scales of turbulence change considerably. The outcome of the
interaction depends on the strength, orientation, location and shape of the shock wave as well as the flow
geometry and boundary conditions. Several theoretical studies have also been carried out by Ribner.2, 75

Linear interaction analysis of these interactions revealed that fluctuations amplify with length scale decrease
across the shock wave. Significant acoustic noise was also found to be generated.75 An excellent review on
the physics behind shock wave and turbulence interaction is given by Andreopoulos et al.76

Anyiwo and Bushnell revisited the same research to understand the primary mechanisms of turbulence
enhancement.77 Numerical results also corroborated that the results of linear analysis are valid for range of
parameters such as shock strength, incidence angle, amplitude of waves.78 In the report by Jacquin et al.,79

it was shown that rapid distortion theory was inappropriate for the analysis of shock–turbulence interaction.
Jamme et al.80 used DNS to study the interaction between normal shock waves of moderate strength

and turbulence generated using Kovasznay’s decomposition. Interaction of moderately strong shock with a
pre-existing turbulence showed an overall amplification of vorticity as has been noted for the case of a weak
shock.81 However, LIA indicates amplification of transverse vorticity and reduction of streamwise vorticity.

Fundamental aspects of shock–turbulence interaction and their modeling were reviewed by Lele.44 Inves-
tigation of the effect of shock-normal Mach number on turbulence was carried out using both direct numerical
simulation and linear analysis with stronger shock waves. The investigation revealed that the TKE is am-
plified across the shock wave and also the amplification saturates beyond M1 = 3.0.1, 82 It was also observed
that most turbulent length scale decrease across the shock wave while the dissipation length scale increase
for M1 < 1.65. Here, M1 refers to shock Mach number. Fluctuations in thermodynamic variables are nearly
isentropic for M1 < 1.2 and deviate significantly from isentropy for the stronger shock waves. The energy
spectrum was found to show higher energy levels at large wavenumbers, leading to an overall length scale
decrease.

The interaction of the normal shock-wave with compressible HIT using DNS was carried out as the last
validation for the Navier-Stokes solver. The simulation was carried out with several grid resolutions (323,
643, 1283, 2563).

Zero-order flux boundary conditions were imposed in the streamwise direction while periodic boundary
conditions were imposed in y and z directions. The computational domain is a cube with a dimension of
(2π × 2π × 2π). An evenly spaced Cartesian grid discretizes this domain into N3 points. The following
four parameters govern the generation of the initial turbulent field, viz., density, turbulent Mach number,
pressure, and the Reynolds number based on the Taylor length scale. Initialization of isotropic turbulence
begins with uniform density and pressure, and completely random velocity values. The initial energy spectra
were obtained using the Mansour–Wray energy model. The field is deemed to have reached a proper state
of isotropic turbulence when the skewness of the velocity derivatives becomes the desired value observed in
experimental data. Once the turbulence simulation reached the desired skewness value, a normal shock wave
was allowed to propagate through the cube. The WENO scheme’s ability to capture accurately the flow
discontinuities is made use of in this interaction.

The length scale L is 1/k0, the density scale is the mean preshock value, the velocity scale is the turbulence
velocity rms, and the pressure scale is the product of the density scale and velocity scale squared. The post-
and pre-shock conditions in the simulation of shock-turbulence case are given below

pl =
u2

rms

(

2γM2
s − γ + 1

)

(γ2 + γ)M2
t

(14a)

ρl =
M2

s (1 + γ)

2 + (γ − 1)M2
s

(14b)

ul =
2urms

(

M2
s − 1

)

(1 + γ)MsMt
(14c)

pr =
u2

rms

γM2
t

(14d)
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ρr = 1 (14e)

ur = 0 (14f)

Figure 9 shows the energy spectra before and after the propagation of the shock wave. Interaction of the
shock wave with turbulence resulted in a corrugation of the shock front (not shown for brevity). The total
energy levels were raised at high wave numbers as also observed by Lele et al.44

Figure 9. Comparison of energy spectra of shock+turbulence and detonation+turbulence simulations.

IV. DNS of Interaction of Detonation Wave with CHIT

Application of understandings of interaction of detonation wave and turbulence can be envisaged as
hypersonic propulsion systems viz, SCRAMJET engines, pulse detonation engines, etc. Very limited research
has been done in the field of the interaction of detonation wave and turbulence. Due to the complexity
involved in its physics, these studies were carried out by simplifying the process using linear interaction
theory and analytical methods.3, 5, 83, 84

The interaction of the detonation wave with CHIT using DNS is carried out using the Navier–Stokes
solver. All the numerical and initial conditions were the same as for the shock interaction case described
above. Moreover, the viscous decay process was characterized by the Reynolds, Lewis and Prandtl numbers.
A power law with exponent n = 0.7 was used for the viscosity–temperature relation. The Lewis and
Prandtl numbers are independent of the fluid solution, leading to linear scaling between viscosity, thermal
conductivity and diffusivity.

The length scale L is 1/k0, the density scale is the mean preshock value, the velocity scale is the turbulence
velocity rms, and the pressure scale is the product of the density scale and velocity scale squared. The pre-
and post- detonation conditions in the simulation of detonation-turbulence case are given below

ρr = 1 (15a)

pr = ρr
u2

rms

γM2
t

(15b)

ur = −MDet

√

γpr

ρr
(15c)

12 of 19

American Institute of Aeronautics and Astronautics



pl =

1 + γM2
Det +

√

γ
(

γ (M2
Det − 1)

2 − 2 (γ2 − 1)Y M2
DetQ

)

γ + 1
(15d)

ul =
MDet

√
γpl

(

γ
(

2 + (γ − 1)M2
Det

)

+ 2 (γ − 1)Y Q
)

γ + γ2M2
Det +

√

γ
(

γ (M2
Det − 1)

2 − 2 (γ2 − 1)Y M2
DetQ

)

(15e)

ρl = ρr
ur − ws

ul − ws
(15f)

IV.A. Results

The study was carried out with three values of the non-dimensional heat release Q, three values of the
non-dimensional activation energy E and with two different grid resolutions as shown in Table 1. The two
parameters of greatest interest are the turbulent Mach number Mt and a new non-dimensional number N
which represents the ratio of turbulence length scale to reaction scale. These parameters establish a rela-
tionship in the characteristic lengths and times between the two fundamental processes, viz., the detonation
and the turbulence. The viscous decay is in fact too slow to contribute to the interaction; thus the Reynolds,
Lewis and Prandtl numbers are fixed. The influence of other parameters Q, E, f, kp, σ will also be consid-
ered. The number of points in the half-reaction length was maintained as 12. The other input parameters
were f = 1.2, kp = 3, σ = 4, Pr = 0.72, Re = 1000, Le = 1, N = 1 and γ = 1.2. The skewness of the
velocity derivative in the three directions pre-detonation were −0.48, −0.51 and −0.49 respectively for the
1283 grid resolution case.

Table 1. The initial condition of the numerical simulations.

Case Nx Ny Nz Mt Reλ E Q MDet

1 32 32 32 0.0534 25.72 10 10 3.327

2 32 32 32 0.0534 25.72 17 17 4.156

3 32 32 32 0.0534 25.72 20 20 4.464

4 128 128 128 0.064 49.35 10 10 3.327

5 128 128 128 0.064 49.35 17 17 4.156

6 128 128 128 0.064 49.35 20 20 4.464

Figure 10 shows the variation of the turbulent Mach number with the non-dimensional time for both
shock–turbulence and detonation–turbulence interactions. The shock–turbulence interaction was evaluated
with a freestream Mach number identical to that of the detonation analysis, M0 = 4.156. The figure
also compares the post-interaction total energy spectra. The results reveal that the detonation–turbulence
interaction shows more amplification in the energy in the moderate to high wave number range whereas the
shock–turbulence interaction shows amplification in the high wave number range only.

The effect of heat release and activation energy on the statistical parameters of the turbulence and
energy are examined. Figure 11 illustrates that the heat release leads to an increased level of fluctuation in
the post shock region. The right side of the figure shows that the rms values of the velocity and pressure
go hand-in-hand with the heat release. The rms velocity in the streamwise direction is initially O(1000)
higher than those in the transverse directions immediately after the wave passage. However, the rms values
decrease rapidly and reaches values comparable to the transverse directions when t > 0.5. It must be noted
that the amplification of the rms of the velocity in the streamwise direction is considerably higher than the
amplification of the rms of the velocities in the transverse directions.

The detonation–turbulence interaction resulted in a sharp drop in vorticity fluctuation initially and which
then rose moderately until the resumption of the turbulence decay. Increasing the heat release speeded up
the rise and fall of vorticity decay trend, see Fig. 12. The right side of the figure indicates the change in the
Reynolds stresses due to detonation–turbulence interaction. The variation in heat release did not have much
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Figure 10. Comparison of shock–turbulence and detonation–turbulence interaction.

Figure 11. Effect of heat release on turbulent Mach number and rms of velocities and pressure.
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Figure 12. Effect of heat release on rms of vorticity and Reynolds stresses.

effect on the trend of Reynolds stresses with time. The variation of heat release and activation energy resulted
in higher amplification of thermodynamic parameters, see Fig. 13. The right-side subfigures indicate that the
detonation–turbulence interaction also resulted in an increase in turbulence length scales (Kolmogorov length
scale and Taylor microscale). The higher the heat release, the greater is the length scale increase. Further,
the drastic drop in dissipation rate indicates that there is a drastic drop in turbulent kinetic energy due to
the detonation–turbulence interaction. There is an increase in the dissipation of turbulent kinetic energy
with increase in heat release parameter. The Reynolds number based on the Taylor microscale is higher for
higher heat release and there is a faster decline in Reλ with an increase in the heat release parameter.

Figure 13. Effect of heat release on rms of thermodynamic parameters and turbulence statistics.

The post-detonation total energy spectrum for the turbulence–detonation interaction is shown in Fig. 14.
The left subfigure corresponds to the post-detonation spectrum obtained at t = 1. It indicates that the
energy at high wave numbers is inversely proportional to the heat release. The total energy spectrum plot
obtained at t = 5 indicates that the energy decay is faster in the highest energy release whereas it is slower
in the lowest heat release. It also showed rapid cascade of energy to small scales.
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Figure 14. Effect of heat release on energy spectra, time = 1 (left) and time = 5 (right).

V. Conclusions

In summary, the detonation wave and turbulence interaction resulted in the following observations

1. The detonation wave becomes corrugated.

2. The interaction resulted in higher energy at higher wave numbers in the moderate to low scales whereas
the shock-turbulence resulted in higher energy at small scales only.

3. There is a rapid energy decay, with the decay being more rapid with higher heat release.

4. The higher the heat release, the higher the amplification of the rms of velocities, turbulent Mach
number and thermodynamic parameters.

5. The detonation–turbulence interaction resulted in much higher increase in turbulence length scale
than that was observed in shock–turbulence interaction case and also the increase in length scales was
directly proportional to the heat release.

6. Rapid cascade of energy to small scales was observed in the post detonation wave energy spectrum.
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